
Appendix A. Description of Goniometers
and Aspects of Data Collection

Tables A.I and A.II list the details of the exper-
imental conditions for the X-ray measurements.
Briefly, a 4-axis (F , c , W , 2Q) goniometer was
employed for the stress determinations using
both the W- and Y-goniometer geometries [15].
During scanning, the specimens were oscillated
�2 mm in plane to improve particle statistics.
No stress determinations were performed on
the 2-axis (Q –Q) goniometer.

Specimen alignment was accomplished using
a dial gauge probe, which was accurate to
�5 mm and a telescope. Here, the relative dis-

tance to the center of rotation is known, and the
diffracting surface is positioned accordingly.
Further, a telescope was initially employed in
specimen alignment. The position of the speci-
men was confirmed by rotating 180° about an
axis parallel to the diffracting surface of the
specimen and observing that this surface was
coincident with the horizontal cross hair at both
�90 and �90° c . Goniometer alignment was en-
sured by examining LaB6 powder on a zero
background plate. The maximum observed
peak shift for the (510) reflection of LaB6 (141.7°
2Q ) was less than 0.03° 2Q for W and c tilting as
described in Table A.I.
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Table A.I. Experimental conditions of the X-ray measurements 4-axis unit.*

Table A.II. Experimental conditions of the X-ray measurements 2-axis unit.**

Fig. A1. 4-axis (base Q –2Q ) and 2-axis (Q –Q ) goniometers.
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Appendix B. Diffraction Angle Calibra-
tion

PURPOSE
The Diffraction Angle Calibration provides a

means to correct the angular position of the dif-
fraction lines for both instrumental and physical
aberrations. This correction is useful when ac-
curate peak positions are to be determined, e.g.,
calculating lattice parameters, as well as im-
proving phase identification results.

CALIBRATION STEPS
1. Prepare a slurry mount of a standard/ref-

erence powder –325 mesh particle size (e.g.,
LaB6, Si, Al2O3) with either methanol or acetone
and spread on a sample support, preferably a
zero background plate. An Al2O3 or quartz plate
each of random/near random texture may also
be used. For the high temperature unit, the sup-
port will be a properly mounted heater strip.

2. Select the divergence and receiving slits
typical of those used for samples to be mea-
sured on the unit. The irradiated sample length
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Fig. A3. 4-axis unit: Goniometer movements for W tilting and asymmetric diffraction
(W ≠2Q /2). Left to right W : 25.9, 70.9, 115.9° corresponding to Y : -55, 0, �55°.

Fig. A2. 4-axis unit: Goniometer movements for c tilting and symmetric diffraction (W�2Q /2
always). Left to right c : �55, 0, �55°.

Fig. A4. Sample mounts for the (A) 4-axis and (B)
Q –Q units. The 4-axis unit uses a dial gage probe
with �5 mm precision while the Q –Q unit uses a fidu-
cial surface with no easy adjustments.

Fig. A5. Q –Q unit: Photo showing the utilization of
a laser pointer to find the center of rotation of the go-
niometer.
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Table B.I. Lattice parameter refinement of LaB6 data in Fig. B1 taken on the 4-axis unit.

Fig. B1. 4-axis unit: Diffraction pattern of LaB6 shows peak positions are systematically low
relative to PDF card #34-427.
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Table B.II. Lattice parameter refinement of LaB6 data in Fig. B2 taken on the Q –Q unit.

Fig. B2. Q –Q unit: Diffraction pattern of LaB6 with the PDF card # 34-427 superimposed.
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Table B.III. Lattice parameter refinement of LaB6 data in Fig. B3 taken on the 4-axis unit after align-
ment.

Fig. B3. 4-axis unit: After alignment, diffraction pattern of LaB6 shows peak positions are
near PDF card #34-427.
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Table B.IV. Lattice parameter refinement of LaB6 data in Fig. B3 taken on the Q –Q unit after align-
ment.

Fig. B4. Q –Q unit: After alignment, diffraction pattern of LaB6 shows peak positions are near
PDF card #34-427.



should be �20 mm at the lowest 2Q of the scan
in order to keep the beam on the sample. (If
several slit combinations are used, two or three
scans with different slits may be required.)

3. Collect a Q –2Q powder diffraction pattern
in continuous scan mode from �15° 2Q (Cu Ka
radiation assumed) to the maximum possible
diffraction angle of the unit at a step size of
0.02° and a total scan time of at least 4 hours. 

4. Use profile-fitting software to obtain the
position of each of the diffraction peaks.

5. Use the cell refinement option of your
software to determine the calibration curve and
save the calibration parameters. 

6. Compare the calibration results with
those obtained previously. If changes greater
than 0.02° occur in any of the peaks, then a rea-
son for the change must be determined before
assuming that the calibration, sample mount, or
instrument alignment is acceptable.

TEST RECORD
1. Record that the test was performed and

indicate the average deviation from the calibra-
tion curve in the instrument maintenance and

instrument/calibration logbook. Date and sign
each entry.

Appendix C. Intensity, FWHM/Resolution
and X-ray Wavelength Contamination Tests

PURPOSE
The diffracted intensity and profile breadth

tests are used to monitor both the performance
of the X-ray tube and the alignment of the go-
niometer.

BACKGROUND
The intensity and spectrum of the X-ray beam

produced from an X-ray tube deteriorates with
normal use over time. The high-energy elec-
trons impinging on the target cause erosion of
the anode surface, producing a crater. As this
depression grows, the intensity of X-rays pro-
duced is reduced by the partial absorption of
the X-ray by the crater’s shoulder. This results in
a loss of diffracted intensity and potentially an
increase in the breadth of the peak profile as the
target focal area becomes larger. 

In addition, the high temperature of the tung-
sten cathode leads to vaporization of tungsten;
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Fig. C1. 4-axis unit: Diffraction pattern of (101) quartz shows reasonable peak intensity and
no W or kb lines.

Fig. C2. 4-axis and Q –Q units: The (A) mitten and (B) five fingers of quartz, respectively.



tungsten then deposits on colder surfaces in-
side the tube, including the target and the beryl-
lium windows. When this occurs, tungsten L-
alpha radiation is produced and emitted in the
beam along with the target K-alpha lines and
the Bremsstrahlung. This deposited tungsten
also reduces the intensity of the target K-alpha
lines by absorption of the electron beam as well
as the excited X-rays and cannot be discrimi-
nated against by the electronics because of the
close wavelength of the two.

PROCEDURE
1. Set generator (kV and mA) to normal

power level .
2. Install typical slits and record their values.
3. For a Q –2Q goniometer with single sam-

ple holder attachment mount the quartz plate in
the standard manner. For a Q –Q goniometer
with a high temperature furnace attachment
mount the heater reference strip with quartz
sample attached and adjust the height of the
chamber until the (101) peak is in correct two-
theta position.

4. Collect data from a 5° range centered on
the (101) and the (212) theoretical peak loca-
tions with a maximum step size of 0.01° and a
continuous scan rate of �1.0°/min.

5. Plot the data for the (101) peak so the
peak intensity is full scale. Examine the region
for evidence of contaminant radiation peaks.
For copper radiation, Cu Kb occurs at 24.04° and
the W Lb occurs at 25.52° 2Q . 

6. Profile fit the raw data for each of the re-
gions and compare the intensity of the (101)
peak with those recorded earlier. If the intensity
drops dramatically from the previous value, or
has declined to less than 50% of the tube’s orig-
inal values, then replacement of the X-ray tube
should be considered.

7. Calculate the figure of merit of the resolu-
tion of the “five fingers of quartz” [2]. The fig-
ure of merit (FOM) is the intensity of the (212)
minus the background intensity divided by the
average intensity of the valleys surrounding the
(212) line [i.e., trough between (212)a1–a2

, (212)a2
–

(203)a1
, (301)a1–a2

] minus the background inten-
sity. Generally, an acceptable value for the FOM
should be greater than 2.

Appendix D. Detector Linearity Calibra-
tion (Dead Time Correction)

PURPOSE
The purpose of Detector Linearity Calibration

is to measure the detector linearity at various
count rates, and determine calibration parame-

ters to correct for the intensity data that ex-
ceeds the detector linearity limit. The lack of
dead-time correction can lead to improper in-
tensity and FWHM values for intense peaks,
which partially saturate the detector.

BACKGROUND
At high count rates, some X-ray detectors

(e.g., liq. N2 cooled HPGe and PSD detectors)
and associated electronics cannot process each
incident photon fast enough to prevent overlap
of signals. Missing these counts leads to errors
in intensity readings. In other words, at very
high count rates, the number of events
recorded by the detector is lower than the true
number of incident events. Measuring the dead-
time parameter permits the system to correct
the observed count rate for these effects, up to
a maximum observed count rate established
during the calibration.

CAUTION!
The measurement of the dead-time should

only be performed by the custodian of the X-ray
system. The power settings (kV times mA) for
the particular X-ray tube should not exceed the
recommended maximum settings provided by
the tube manufacturer. 

PROCEDURE
• The dead-time correction should be deter-

mined for each detector on an annual basis, or
when experimental conditions have changed
(i.e. repair or replacement of detector or detec-
tor electronics, etc.).

• The dead-time correction should be deter-
mined as per manufacturer software and on-
line help if available. If unavailable, the dead-
time correction function should be determined
manually and recorded.

For Manufacturer Software Equipped Systems:
• The maximum allowable potential (kV) setting

for the particular X-ray tube is set, and the
current (mA) setting is incremented per soft-
ware window instructions. 

For Systems without Software Packages:
• The dead time, td, of the detector and associ-

ated electronics is determined by measuring
count rate (i.e., measured intensity, Im) as a
function of generator current for the (101) and
(202) reflections of quartz. 

• At least four scans of these reflections should
be made at four “low” generator currents,
which result in low count rates (typically
�104 cps).

• These data should be in the linear portion of
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the count rate versus generator current curve.
• These data are then fitted with straight lines

in order to predict the true count rates, It, at
larger generator currents, where dead time
errors can occur for high intensity reflections
(see Fig. D1). 

• Both reflections should also be measured at
four “high” generator currents, such that the
count rates of the (101) and (202) reflections
were non-linear and linear, respectively, with
generator current (see Figs. D2 and D3, re-
spectively). This “linear” count rate for the
(202) reflection will demonstrate that the de-
tector can be linear at higher generator cur-
rents. 

• The dead time can be estimated using the fol-
lowing relation:

Im/It�exp(�Ittd) ,

where It is the true intensity.
• The dead-time is determined from the slope

of Fig. D4 and in our example was found to
be 6.9 ms. The data is then corrected using [2]:

Icorr�Im/(1�Imtd)

Example Measurement
• The example intensities were measured using

the dead-time correction program in DMSNT
as well as independently. The results from
each data set were similar. In Table D.I, the
true intensity originates from the linear ex-
trapolation of the data as shown in Fig. D2.
The percent fit can be improved if the True in-
tensity is plotted as a function of Measured
and fit with either a power law or polynomial
function.
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Fig. D1. Measured intensity, Im, as a function of
generator current for the (101) reflection of quartz
(linear portion of the curve). 

Fig. D2. Measured and true intensities as a func-
tion of generator current for the (101) reflection of
quartz.

Fig. D3. Measured intensity as a function of gener-
ator current for the (202) reflection of quartz. 

Fig. D4. ln(Im/It) as a function of It for the (101) re-
flection of quartz (non-linear portion of the curve). 
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Table D.I. The raw and predicted dead-time data.

Table D.I. (cont’d). 


