
1. Introduction
With the general availability of high intensity

parallel synchrotron radiation, the use of two-
dimensional detectors like CCD-detectors or on-
line image plate readers for fast high resolution
data acquisition enjoys a growing popularity.
Typical exposure and readout times are now on
the order of seconds. Soon, milliseconds will
become standard, producing huge amounts of
data which need to be processed efficiently. As
a consequence, the field of X-ray powder dif-
fraction has experienced a renaissance. One of
the major advantages of powder diffraction
compared to other analyzing techniques is to
(indirectly) measure changes of the entire crys-
tal structure as a function of an external vari-
able. It is possible nowadays to record the en-
tire Debye-Scherrer rings up to high angular
range with high angular resolution within a few
seconds or even less. The field of applications is
vast with current experiments including texture
analysis [1] and in situ powder diffraction mea-
surements in dependence on pressure [2], tem-
perature [3], chemical composition [4], electric
and magnetic fields [5] or external strains [6].

The experimentalist is faced with two major
challenges. Firstly, large area detectors produce
large numbers of two-dimensional images
which need to be reproducibly reduced to one
dimensional powder patterns. Secondly, the
sets of hundreds or even thousands of powder

patterns need to be evaluated and graphically
presented.

It is interesting to note that for both tasks only
very few generally available programs exist.
These are keyed toward single powder patterns
involving extensive manual interaction. This ap-
proach is unsuitable for mass data analysis: not
only is the manual workload exorbitant but the
induced subjectivity hinders reproducible re-
sults.

The key to solve the first problem lies in the
reliable extraction of a powder diffraction pat-
tern unaffected by grain size effects, detector
aberrations, and scattering from other sources
like reaction cells, diamond anvils, gaskets etc.
Almost all signals from a two-dimensional
image can be reduced to simple geometric fig-
ures like points, lines and ellipses, calling for
the application of modern pattern recognition
techniques [7, 8]. As to the representation and
evaluation of the integrated powder patterns, a
high level graphically powerful programming
language offers the basis for an efficient solu-
tion. We decided on the Interactive Data Lan-
guage IDL (current version 6.2) [9] to develop a
general program for automatic data reduction
and evaluation of two-dimensional powder dif-
fraction data called Powder3D [10, 11].

The new software solution presented here
aims to provide a tool for just this purpose. The
software design and functionality has been opti-
mized to allow a substantial amount of automa-
tion, if desired by the user. The maximum num-
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ber of imported powder patterns which can be
processed simultaneously is only dependent on
the speed and memory of the computer used.

Some of the aspects necessary to solve the
problems encountered during the investigation
of the high temperature phases of rubidium ox-
alate Rb2[C2O4], and its decomposition product
rubidium carbonate Rb2[CO3] are described in
this paper. A more detailed description of the
crystal structures of the different phases of
these compounds has recently been published
[12, 13].

2. Powder Diffraction

2.1. Measurement
In-situ X-ray powder diffraction data of rubid-

ium oxalate at high temperature were collected
at a wavelength of 0.9184 Å in transmission
geometry with a hot small environment cell 
for real time studies [14–16] on a motorized 
goniometer head at beamline X7B at the Na-
tional Synchrotron Light Source (NSLS) at
Brookhaven National Laboratory. The size of the
beam was adjusted to a height of approxi-
mately 0.5 mm and a width of 2 mm. The detec-
tor, a MAR 345 image plate reader was set up
perpendicular to the beam path at a distance of
approx. 170 mm from the sample. LaB6 was
used as an external standard to determine the
beam center, sample-to-detector distance, exact
wavelength, and tilting angle of the image
plate. The sample was contained in a sealed
quartz capillary with a diameter of 0.5 mm,
loaded in a sapphire tube of 0.8 mm diameter
attached to a flow-reaction cell (Fig. 1). The tem-
perature was monitored and controlled by a
0.01 in. thermocouple (Omega) which was in-
serted straight into the sapphire tube adjacent

to and contacting the sample capillary. The
sample was aligned so that the sample closest
to the thermocouple was in the X-ray beam
path. The sample was heated in the tempera-
ture range from room temperature up to T�
900 K with a small resistance heater wrapped
around the sapphire tube. During exposure, the
sample was rocked for several degrees in order
to improve the randomization of the crystallites.
An exposure time of 30 seconds was chosen de-
pending on the saturation intensity of the image
plate. A total of 200 images was recorded, cov-
ering the temperature range from T�298 to
T�873 (2.4 K/min; scans 1–133) and down to
T�298 K (4.8 K/min; scans 134–200). Consider-
ing the exposure and development time this
leads to a heating rate of 4.2 Kframe�1 and a
cooling rate of 7.62 Kframe�1.

2.2. Data Reduction and Filtering
Information required for powder diffraction

analysis is contained in Debye-Scherrer cones.
These are projected as ellipses onto two-dimen-
sional detectors [17]. A precise calibration of the
experiment necessitates the exact definition of
these cones. Currently, solving this task is a
rather cumbersome ordeal. We have thus de-
veloped a robust method for the automatic de-
tection and characterization of ellipses using a
modified Hough transformation [18]. The
method involves no mathematical complexity
and exhibits excellent overall efficiency.

2.3. Ellipse Detection
An ellipse can be described by five parame-

ters, the major-axis a, minor-axis b, centre co-
ordinates x0 and y0 and angle of orientation a .
Computing all five parameters simultaneously
using Hough transformation is computationally
very expensive [19], as a huge quantized five-di-
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Fig. 1. Left: reaction cell with internal heater in front of a MAR345 image plate system (X7B,
NSLS). Right: reaction cell with external hot air blower (ID31, ESRF).



mensional parameter space has to created. In
practice the transformation scales to the num-
ber of dimensions in parameter space. In order
to reduce the size of the required parameter
space, the complete process of ellipse detection
is decomposed into different steps. Hough
transformation is used for the calculation of the
parameter b alone. Hence we require only a
one-dimensional parameter space.

2.4. Reduction of Resolution
The spatial resolution of digitized powder dif-

fraction images is typically in the order of a few
thousand pixels squared. Manipulation of such
an amount of data is impractical. The computa-
tional complexity of an image of size N�N is
(N�N)4. To improve the execution speed the
image resolution is reduced by a factor of five.

2.5. Approximate Centre Determination
Many methods have been used for the deter-

mination of the centre of an ellipse [20, 21].
Most of the methods suffer either a lack of accu-
racy or inefficient memory usage. We propose a
generic two-step approach to determine the
centre coordinates of an ellipse. In the first step
we find the approximate centre by using the in-
tensity patterns of vertical and horizontal grids
(Fig. 2) drawn on the image.

All pixel intensities along a grid are copied to
an array (Fig. 3). The mirror plane of this distri-
bution is detected by finding the absolute differ-
ence of the mirrored intensities. This absolute
difference is calculated for each possible mirror
plane position and copied to another array (Fig.
4). The lowest point in this difference plot is the
position of maximum peak overlap and repre-
sents the approximate mirror plane. Each grid
line results in one such point.

Two lines, one for the points from the vertical
grids and the other from the horizontal grid, are
fitted, using the robust least absolute deviation

[22] method. The approximate centre of the el-
lipse is the point of intersection. This algorithm
for centre determination is both robust against
the outliers in the image and against the posi-
tion of the ellipses with respect to the image
centre. This method requires the centre of the
ellipses to be on the image.

2.6. Masking of High Intensity Spikes
High intensity pixels have to be masked to en-

hance the accuracy of the ellipse parameter de-
termination. Masking is done by capping the in-
tensities to six times the median of the entire
image.

2.7. Background Reduction and Thresholding
Thresholding is an important step in prepar-

ing an image for a Hough transformation and
the importance of a preceding background re-
duction shall be shown. Diffraction images
often suffer from a diffuse background resulting
from the scattering of X-rays by air molecules.
Hence the background intensity is high near the
incident beam and decreases towards higher 2Q
angles. Subtracting the background for such im-
ages with non-uniform intensity distribution is
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Fig. 2. Centre detection grid.

Fig. 3. Profile along a grid line.

Fig. 4. Difference histogram of profile.



crucial.
The entire image is divided into broad circular

segments whose average intensities decrease
toward higher radii. Background reduction is ac-
complished by subtracting twice the median of
the pixel intensities within a segment from
those same pixel intensities.

Following the background subtraction, the
image is converted into a binary image. This
conversion is beneficial to an efficient Hough
transformation, as the number of transformed
pixels is reduced and the space required for
their storage is substantially smaller [23]. We
set the pixels of high intensity to 1 and the re-
maining to 0 by applying a threshold of 10% of
the maximum intensity. The result and the im-
portance of an initial background reduction is
visible in Fig. 5. In the further process of ellipse
detection, only pixels with the value of 1 are
subject to analysis.

2.8. Range of the Major and Minor Axes
To restrict the search area for the major and

minor axes of the ellipse we find the approxi-
mate range of a. The range of a and b is deter-
mined for each ellipse by calculating the radial
distances. This is done only for a thin wedge of
the image. For better averaging, 16 wedges are
drawn with an opening angle of 2.5°. An open-
ing angle of 2.5° seemed a good compromise
between a local probe and a statistically accept-
able sample.

After computing 16 radii of all the ellipses, the
entire array of distances is converted into a his-
togram, containing the density of distances
falling within certain intervals (Fig. 6). An algo-
rithm that scans through the histogram identi-
fies the ranges of the filled bins. These ranges,
which correspond to the minimum and maxi-
mum distances to the centre, are initial esti-
mates of the minor and major axes.

2.9. Determination of Major Axis and Orienta-
tion

A routine based on Chellali et al., 2003 [24] is
used for the final steps. We assume a pair of

pixels to be the vertices of the major axis of the
ellipse. Their distance to one another is calcu-
lated, and should it lie within the range esti-
mated previously, the midpoint is calculated.
Should this again agree within a certain toler-
ance to the initial centre, then it is stored. The
corresponding orientation of the ellipse is then
calculated. Finally the maximum distance is
taken to be the most probable value of the
major axis of the ellipse.

2.10. Determination of Minor Axis Using
Hough Transformation

Hough transformation is a standard tool in
image analysis and is widely applied to detect
geometrical shapes. This Hough space spans all
possible parameters that could describe the re-
quired shape. It is clear that the size of this
space depends strongly on the number of para-
meters, which translate to Hough space dimen-
sions, as well as the range of these parameters,
which correspond to the lengths of the dimen-
sions. The transformation is implemented by
quantizing the Hough space into finite intervals.
After processing all the pixels of the reduced
image, the local peaks in the parameter space
correspond (Fig. 7) to the parameters of the
most successful shapes. We have reduced the
size of the transformation from five dimensions
down to one by previously locating estimates
for the centre, major axis and rotation angle. All
pixels are checked for validity with regard to
these estimates and the parameter space is in-
cremented for all the pixels satisfying the con-
straints. After processing all the points in the
image, the local maxima of the parameter space
is the minor axis length (Fig. 7). As we use the
Hough transformation to determine the minor
axis only, a mere one-dimensional parameter
space is required. This is both beneficial to
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Fig. 5. Binary images without (left) and with (right)
initial background subtraction.

Fig. 6. Radial distances of ellipses.



computing and memory costs.
In the process of ellipse detection we deter-

mine the parameters of the innermost ellipse
first and then proceed outwards. The reason is
that the X-ray diffraction intensities have high
gradients with the maximum near the centre of
diffraction pattern. Outer ellipses thus have a
lower signal density than inner ellipses. This re-
sults in better statistics for inner ellipses. After
detecting an ellipse, its pixels are removed from
the image, the rest of the ellipses are detected
iteratively. As a result the computational time
for b decreases with every detected ellipse.

2.11. Signal Filtering
Many powder diffraction experiments impede

the realization of ideal circumstances, namely
the contribution of a very large number of
evenly sized and randomly oriented crystals to
the diffraction pattern. This would in turn lead
to an ideal normal intensity distribution. Despite
the great experimental effort expended to en-
sure good quality data, in situ powder diffrac-
tion often suffers from ‘spotty’ diffraction
cones, the result of relatively few crystallites
passing through a diffraction position, an effect
that is enhanced by highly parallel synchrotron
beams. The reasons for this are manifold. High
pressure powder diffraction traditionally suffers
from weaker signal quality than other in situ ex-
periments. Sample rotation is confined to small
angular rocking due to the diamond anvil cell’s
(DAC) opening angle, the wish to limit the effect
of gasket shadowing and the avoidance of dia-
mond reflections. The same effect occurs for
high/low temperature diffraction after re-crystal-
lization in the course of first order phase transi-
tions. To remedy this effect the intensity of the
entire diffraction cone is integrated to a peak.
This method generally results in powder pat-

terns with reliable intensities.
One effect that is however not alleviated by a

mere integration is that of highly dispersed in-
tensities within the diffraction cone. These re-
sult from large grain size differences within the
sample. Strong peaks resulting from larger
grains lie within a ring of moderate intensities
generated by small crystallites (Fig. 8). In most
cases the number of large grains tends to be a
couple of orders of magnitude lower than the
number of small grains. On account of the small
number of large crystallites they inevitably fail
to ensure a ‘statistical’ distribution. Due to their
high intensity, they have a great effect on the in-
tegrated pattern, falsifying the intensities con-
siderably.

The accepted manner of filtering such data is
to mask the high intensity peaks manually using
software such as Fit2D [25]. This well known
software represents the state of the art in the in-
tegration of two-dimensional powder diffraction
data. Manual masking is however time consum-
ing, lacks reproducibility and relies too heavily
on visual inspection to produce reliable results.
Therefore we devised a two-dimensional signal
filtering algorithm which should be generally
applicable.

2.12. Fractile Masking
The general goal of signal filtering is the sep-

aration of the required signal from artefacts or
noise. We implement robust type of band pass
filter based on fractile statistics. An arbitrary
fraction of the highest intensities collected for a
2Q range is masked. In our case, by selecting
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Fig. 7. The accumulator array.

Fig. 8. Rendered 2D image plate data from a high
pressure experiment using a false colour texture
map. Intensity is represented by the elevation along
the z-axis. In addition the false colours have been
scaled to the intensity. The scale has been adjusted to
highlight the weak intensities.



5% of the highest peaks, most of the pixels con-
tributing to the high intensity data are masked
(Fig. 9). Mask dilation applied afterward suffices
to mask the tails of the peaks (Fig. 10), leading
to a significant improvement in intensity distrib-
ution of the signal (Fig. 11). The diffraction in-
tensities originating from the finely crystalline
matrix are in effect the base line displayed as
black diamonds in Figs. 9 and 10.

For the application of such intensity sensitive
filtering procedures it is of ultimate importance
to have previously applied all possible two di-
mensional corrections affecting the intensity. Of
greatest are those corrections which are a func-
tion of the azimuth. These include polarization
and Lorentz corrections, for which the experi-
mental geometry has to be determined. As the
filter is applied sequentially to a small 2Q
range, the effect of corrections which are only a
function of 2Q have little impact.

In particular, all reflections due to the single-
crystal sapphire capillary were excluded. It was
observed that in the present study, the dif-
fracted intensity of all phases was quite uni-
formly distributed over the Debye-Scherrer
rings, ruling out severe grain size effects and

preferred orientation.

2.13. Data Import
In the case of Rb2[C2O4], 200 integrated data

sets were produced with the procedure de-
scribed above and were simultaneously loaded
in Powder3D. It should be noted that Powder3D
supports a variety of different formats for pow-
der diffraction data including non-equidistant
data sets. To allow the combination of powder
patterns coming from different sources, wave-
lengths can be converted and arbitrary step
width can be selected by linear, quadratic or
spline interpolation of the intensities.

2.14. Data Normalization and Background Cor-
rection

Data collected using image plates generally
lacks a beam decay or refill correction. This 
can be partially alleviated by a normalization
(Fig. 12). The normalized powder patterns were
automatically background corrected using a 
robust algorithm based on an adaptive low-
pass filter as proposed by Bruckner [26]. Due to
the fact that the shape of the background often
changes, several background points were sub-
ject to manual post-processing using a comfort-
able editing tool.

2.15. Graphics
The importance of a significant 2D and 3D

graphical representation of multiple powder
patterns is often underestimated. Powder3D
makes extensive use of the graphical possibili-
ties of the IDLTM graphics language as is
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Fig. 9. An excerpt of the azimuthal intensity distri-
bution of the typical Bragg reflection. Red diamonds
represent data masked using the fractile threshold of
5%.

Fig. 10. Same as Fig. 9. In addition the mask is di-
lated by two pixels.

Fig. 11. An example of a masked image plate data
in the Powder3D software. Note the intensity differ-
ence in the integrated patterns.



demonstrated with the following pictures (Figs.
14–16).

In addition, the powerful and independent
data visualization and manipulation software
iToolsTM, developed by RSI Inc. allows all kinds
of modification to the graphics by the user (Fig.
17).

2.16. Peak Hunting and Indexing
Peaks for the different phase were searched

by a multiple pass, variable FWHM [27] second
derivative method. Only in few cases, manual
interaction was necessary to alter the peak list
(Fig. 17).

The peak positions and intensities were for-
warded to the Crysfire indexing suite [28]. The
results of Crysfire were directly be imported by
Powder3D.

2.17. Le-Bail Refinement
The next step consisted in setting the temper-

ature increments and phase ranges which are
necessary for the Le Bail/Rietveld refinement
(Fig. 18).

Starting values for the peak profile analysis
were obtained by using the single peak fitting
tool of Powder3D, applying a pseudo-Voigt
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Fig. 12. Normalization function.

Fig. 13. Background reduction.

Fig. 14. 2D-film plot (simulated heating-’Gunier-
film) using bicubic interpolation between the pat-
terns.

Fig. 15. Rendered 3D surface plot after positioning
of different light sources.

Fig. 16. User defined modification of the plot in
Fig. 15 using the iToolsTM software.



function corrected for axial divergence [29].
This feature has also been used to fit at least 6
peaks of the LaB6 reference pattern in order to

(automatically) create an instrument resolution
file which allowed meaningful starting values
for the profile parameters of the consecutive
LeBail-refinements [30] using the Fullprof pro-
gram [31]. The cell dimensions of the first pat-
terns of the different phases were imported
from the Crysfire summary file (Fig. 19). The
previously determined background points were
automatically forwarded to the Fullprof pro-
gram for interpolation respectively refinement.

Sequential LeBail fits of 7 distinguishable
phases (4 for Rb2[C2O4] and 3 for Rb2[CO3])
(Table 1) were obtained for the 200 powder pat-
terns (e.g. Fig. 20).

A summary graphics shows the dependency
of the lattice parameters and the cell volume of
the high temperature phases of Rb2[C2O4] and
Rb2[CO3] from temperature (Fig. 21).
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Table 1. Phases identified in the sample data set.

Phase SG a/Å b/Å c/Å b /° Range

d-Rb2[C2O4] Pbam 11.29 6.29 3.62 →522 K
g-Rb2[C2O4] P21/c 6.33 10.45 8.22 98.02 →653 K
b-Rb2[C2O4] Pnma 8.16 6.58 10.9 →661 K
a-Rb2[C2O4] P63/mmc 6.47 8.26 →723 K
a-Rb2[CO3] P63/mmc 5.89 7.80
b-Rb2[CO3] Pnma 7.68 5.89 10.14 →830 K
g-Rb2[CO3] P21/c 5.87 10.13 7.31 97.3 →600 K

Fig. 17. Peak searching.

Fig. 18. Inserting increments and setting phase ranges.

Fig. 19. Le Bail refinement, profile parameters and cell data.



2.18. Crystal Structure Determination and Re-
finement

All previously unknown crystal structures of
Rb2[C2O4] and Rb2[CO3] were solved using the
DASH structure solution package [32]. The mea-
sured powder patterns were subjected to Paw-
ley refinements [33] in order to extract corre-
lated integrated intensities from the pattern.
Good fits to the data were obtained. An internal
coordinate description of the oxalate and car-
bonate moieties was constructed using bond
lengths, angles, and torsion angles (in case of

the oxalate anion) from corresponding alkali ox-
alate and alkali carbonate phases [12]. The tor-
sion angle between the two carboxylate groups
of the oxalate anion could not be assigned a
precise value in advance, and was thus treated
as an internal degree of freedom in the simu-
lated annealing procedure. The positions of the
two crystallographically independent alkali
cations as well as the position, orientation, and
conformation of the oxalate and carbonate an-
ions in the unit cell were postulated and the trial
structure was subjected to a global optimization
in direct space using DASH. The structure giv-
ing the best fit to the data was validated by 
Rietveld refinement [34] of the fractional co-
ordinates obtained at the end of the simulated
annealing run.

Rigid body Rietveld refinements using the
program GSAS [35] were performed on all pow-
der patterns of Rb2[C2O4] (a , b , g , and d), and
Rb2[CO3] (a , b , and g) (e.g. Fig. 22). The unit cell
parameters, the background, and the peak pro-
file were taken from the corresponding LeBail
fits. The strong (presumably) dynamic disorder
of the high temperature phases of the alkali ox-
alates and carbonates was modeled in depen-
dence on the quality of the powder diffraction
patterns by rigid body TLS refinement and/or by
split positions according to space group sym-
metry (up to 24-fold for P63/mmc). Due to the
disorder, the packing is discussed on the basis
of the center of gravity locations of the oxalate
and carbonate anions, respectively.

3. Results and Discussion
The phase transitions and the decomposition
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Fig. 20. Plot of the Le Bail refinement of the first
data set of the d-phase of Rb2C2O4.

Fig. 21. Powder diffraction patterns, lattice para-
meters, and cell volumes of Rb2[C2O4] and Rb2[CO3]
as a function of temperature in the range from 298 
to 838 K (2.4 K min�1 and back down to 298 K (4.8 K
min�1)).

Fig. 22. Scattered X-ray intensity for Rb2[CO]3 at
T�385 K as a function of diffraction angle 2q . Shown
are the observed patterns (diamonds), the best Riet-
veld-fit profiles (line), and the difference curves be-
tween observed and calculated profiles in an addi-
tional window below. The high angle parts are en-
larged by a factor of 5, starting at 25° 2q .



of anhydrous rubidium oxalate have been mon-
itored in-situ using synchrotron radiation in the
temperature range from room temperature up
to T�900 K at ambient pressure. The nomencla-
ture of the phases was chosen in such a way
that the aristotype in space group P63/mmc
which is found for all investigated alkali ox-
alates and carbonates is denoted the a-phase.
All phases occurring upon cooling are given
consecutive Greek letters in the order they ap-
pear (Table 1). During the in-situ synchrotron
powder diffraction experiments, rubidium ox-
alate was first heated until complete decompo-
sition into the corresponding high temperature
carbonate phases occurred. Three phase transi-
tions (d→g→b→a) were observed. Subse-
quently, the decomposition product rubidium
carbonate was also monitored by X-ray diffrac-
tion upon cooling. At cooling to room tempera-
ture, two phase transitions (a →b→g) for rubid-
ium carbonate were observed. The dependence
of the lattice parameters on temperature and
the range of existence of the different alkali ox-
alate and carbonate phases is given in Fig. 21.
The crystal structures of a -, b-, g-, and d-
Rb2[C2O4], and a -, b-, and g-Rb2[CO3] were
solved and/or refined from the powder diffrac-
tion data [12, 13].

The crystal structures of the g- and d-modifi-
cations of the higher homologues of the alkali
oxalates have been described (ibid.). In the d-
and g-phases, the oxalate anions can be consid-
ered static with the oxalate anions in two differ-
ent conformations: Planar in the d-phase and
staggered in the g-phase (94°). The layered crys-
tal structure of the d -modification of rubidium
oxalate is built of alternating layers of planar
oxalate anions and alkali cations. In the b - and
a -phases, the oxalate anions are staggered and
disordered. Therefore, only the conformation of
the oxalate anions in the different modifications
and the principal packing motifs are further in-
vestigated.

The basic packing of the g -phase is preserved
also for the b - and a -phases. For the b -phase, a
two-fold disorder model with the oxalate anion
rotating around an axis perpendicular to the
principal axis proved sufficient to describe the
powder diffraction data reasonably well. The
disorder increases significantly for the a -phase.
In addition to the rotation as described for the
b -phase, there exist additional rotations of the
carboxyl groups, leading to a quasispherical en-
tity. In this case, the powder diffraction data
suggest a 24-fold disorder model. In addition,
the mobility of the cations increases drastically

in a non-uniform way with increasing tempera-
ture, which could be satisfactorily modeled by
refining an anisotropic temperature factor.

All investigated rubidium carbonate phases
(Fig. 23) are isotypic to their corresponding al-
kali oxalate phases given by the same phase
identifier, despite the different shapes of the an-
ions. The differences between the g -, b -, and a -
phases for rubidium carbonate are mainly given
by the different orientations of the rigid carbon-
ate anion. Whereas in the g -modification, the
carbonate anions are inclined around two axes
with respect to each other, they are inclined
around one axis in the b -phase because of an
additional mirror plane running through the
[CO3]

2� anions. Therefore, no disorder model is
necessary to match the powder diffraction pat-
tern of the b -modification. The principal orienta-
tion of the carbonate anion in the b -modifica-
tion still exists in the a -modification except for
the 24-fold disorder which causes the oxygen
positions to be smeared out. It is noteworthy
that the “sphericity” created by disorder is
much less pronounced for the carbonate than it
is for the oxalate phases (Fig. 23).

In order to get an easy access to the crystal
structures and the topologies of the different
high temperature phases of the alkali oxalates
and alkali carbonates, one may replace the ox-
alate respectively carbonate anions by a sphere
at their center of gravity, i.e. either the center
between the carbon-carbon bond of the oxalate
anion or the location of the carbon atoms in the
case of the carbonate anion (Fig. 23).

All crystal structures of rubidium oxalate and
-carbonate, at different temperatures, belong to
the AlB2 family. Depending on the size of the
cations and the anions, two idealized structure
types occur within this family: The AlB2-type
(P6/mmm; anion at 0, 0, 0 and cation at 1/3, 

2/3,
1/2) and the Ni2In type (P63/mmc; anion at 1/3, 

2/3,
1/4 and cations at 0, 0, 0 and 1/3, 

2/3, 
1/4). The

hexagonal layers of the anions as well as the
positions of the alkali cations deviate from the
idealized ones for all crystal structures in space
groups other than those of the aristotypes. Fur-
thermore, the degree of distortion with respect
to the idealized structure types varies greatly
with temperature, and with the conformation
resp. disorder of the anion.

4. Conclusions
The complicated and time consuming evalua-

tion process from in situ 2D-powder diffraction
pattern to crystal structures in dependence of
an external variable has been simplified and
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partly automated. Furthermore, the general ap-
plicability of two-dimensional signal filtering to
powder diffraction data has been demonstrated.
A comprehensive software package called Pow-
der3D has been written. The compiled object
oriented code can be run using the IDL Virtual
MachineTM that is freely available for various
platforms. As a case study to demonstrate the
advances in the data analysis, the high temper-
ature phases of rubidium oxalate Rb2[C2O4], and
its decomposition product rubidium carbonate
Rb2[CO3], were investigated, successfully identi-
fying a variety of phases and decomposition
products.

The sequence of high temperature phase
transitions of rubidium alkali oxalate and car-
bonate can best be understood from geometri-
cal and energetic considerations. The disorder
of the oxalate and carbonate groups, respec-
tively, at high temperatures provides significant
entropic stabilization of the high temperature
phases relative to the low temperature ordered

structures. The different phases tend towards
hexagonal closed packed crystal structures and
are mainly distinguished by changes in the an-
ionic packing. The driving force for the struc-
tural phase transitions is clearly related to the
steric requirements of the anions, which change
due to the increasing dynamics at higher tem-
perature. Interestingly, the “sphericity” of the
anions either static or dynamic proved to be
more important than the actual radius of the
“spheres”. Despite of the different shapes of
the oxalate and the carbonate anions, both fam-
ilies of rubidium metal salts exhibit the same
basic structural features. As a general tendency,
the Ni2In arrangement gains preference over
the AlB2 packing type with increasing tempera-
ture. From the structural observations, convinc-
ing evidence can be derived for the process of
thermal degradation of the alkali oxalates to the
alkali carbonates to be topochemical in nature.
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Fig. 23. Comparison of the crystal structures (upper two rows) and crystal packing (lower
row) of the crystal structures of the 4 phases of Rb2[C2O4] and the three phases Rb2[CO3] n pro-
jections perpendicular to the (pseudo)-hexagonal layers of the anions. The packing diagrams
show the centres of gravity locations of the oxalate and carbonate anions (white balls) and the
positions of the alkali cations (grey balls) are drawn. The fractional height of the cations is
given. Solid lines connect anions at height 0, while hollow lines connect anions at height 1/2.
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